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I am passionate about leveraging Human-Computer Interaction (HCI) and Large Language Models (LLMs) to en-
hance accessible and personalized education. My research focuses on using LLMs to scaffold code comprehension
through personalized, culturally relevant explanations, providing inclusive learning experiences.

EDUCATION

University of Michigan, Ann Arbor, United States Aug 2025 —
PhD, School of Information
Temple University, Philadelphia, United States Aug 2021 — May 2025
Bachelors of Science in Computer Science

RESEARCH EXPERIENCE

Temple University Human–Computer Interaction Lab Research Lead January 2023 — Present

• Led multiple research teams concurrently, ensuring effective collaboration and progress.
• Facilitated lab events and ran workshops, enhancing the research environment.
• Managed Temple University’s RSF-REU program, overseeing research for undergraduate students.
• Mentored new researchers in critical reading techniques, aiding in their effective analysis of scientific literature.
• Organized and facilitated community events, engaging over 50 researchers within the lab.

Temple University Human–Computer Interaction Lab Research Assistant March 2022 — January 2023

• Conducted literature reviews ensuring up-to-date knowledge of current publications.
• Actively participated in collaborative meetings with researchers from other universities.
• Identified and tracked emerging AI and LLM technologies, staying up-to-date knowledge of current publications.
• Collaborated on multiple research papers and posters by performing quantitative data analysis, conducting
literature reviews, helping design experiments, and developing discussion sections.
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SELECTED PROJECTS

Personalized Analogies (Project Lead)

• Investigated the use of ChatGPT to generate personally relevant analogies for explaining recursion.
• Analyzed analogies from 350+ first-year CS students using LLMs, investigating their diversity and effectiveness.
• Students enjoyed generating analogies and reported improved understanding and retention of recursion.
• Evaluated LLM-generated analogies for accuracy, interest, and usefulness in teaching computer science. Con-
ducted statistical analysis to measure their effectiveness and impact on student learning and engagement.

• Showed LLM-generated analogies enhance student comprehension and engagement in computing education.

Translating Expertise

• Leveraged GPT-3 to generate diverse, high-quality code explanations for educational purposes.
• Integrated LLM-generated explanations into an interactive e-book, enhancing comprehension and engagement.
• Compared LLM and student explanations; LLMs were more accurate and clearer for students.
• Investigated LLMs to find and explain logic errors, showing higher performance compared to students.

SKILLS

• Programming: Python, JavaScript, R, HTML, CSS, Java, C, SAS, GIT
• Technical: LaTeX, Figma, Qualitative & Quantitative Data Analysis, Prototyping, Usability Testing
• Soft Skills: Leadership, Critical Thinking, Collaboration, Communication, Problem-Solving, Project Man-
agement, User-Centered Design

SERVICE

OwlHacks Hackathon Director 2023-2024

• Managed 30+ volunteers; oversaw sponsorships, logistics, and budgets for events with 250+ participants.
• Achieved over 100% participant growth from the first to the second hackathon organized.
• Coordinated with industry partners to secure sponsorships and resources.
• Organized workshops and mentoring sessions for participants.
• Ensured smooth operation of the event, including venue setup, registration, and judging.
• Facilitated collaboration among cross-functional teams to enhance participant experience.

President, Temple University Association for Computing Machinery 2023-2024

• Award: CIS Outstanding Student Leadership

– Student who made significant contributions to the CIS organization and to the department

• Organized events for 50+ members, including socials, workshops, and talks.
• Managed a team of 10+ leaders; oversaw logistics, marketing, and content.
• Facilitated collaborations with industry professionals for guest lectures and networking events.
• Implemented new initiatives to increase member engagement and participation.
• Coordinated with university faculty to secure funding and resources for events.
• Developed and maintained a schedule of regular meetings and activities.

PROFESSIONAL EXPERIENCES

UI/UX Design Intern Philadelphia, United States
Coded by June 2023 - August 2023

• Led user research (surveys, interviews, observational studies) to identify pain points for new product design.
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• Designed wireframes and interactive prototypes using Figma, aligning with user needs.
• Conducted usability tests with 50+ users, incorporating feedback to improve design quality.
• Collaborated with a cross-functional team to ensure seamless design integration and consistent user experience.
• Assisted in creating a design system to standardize UI components and enhance efficiency.
• Presented design concepts and research findings to senior management, advocating for user-centered design.
• Contributed to agile development sprints, ensuring timely delivery of project milestones.

SELECTED COURSES

• Human AI Interaction
• Introduction to Systems Programming and Operating Systems
• Data Structures and Algorithms
• Program Design and Abstraction
• Computer Systems and Low-Level Programming
• Mathematical Concepts in Computing I & II
• Software Design
• Modern Programming Languages: SAS
• Principles of Data Science
• Smart Sensing and Devices
• Securing the Internet of Things
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Dr. Stephen MacNeil
Assistant Professor, Computer & Information Sciences, Temple University, Philadelphia, United States
E-mail: stephen.macneil@temple.edu
Scholar Profiles: Personal Page — Google Scholar — LinkedIn
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Dean, NJIT Ying Wu College Of Computing
Formerly Chair of the Department of Computer and Information Sciences, Temple University
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Dr. Paul Denny
Associate Professor, School of Computer Science, University of Auckland, New Zealand
Assistant Dean Academic in the Faculty of Science
E-mail: p.denny@auckland.ac.nz
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Prof. Claudia Pine-Simon
Associate Professor, Computer & Information Sciences, Temple University, Philadelphia, United States
E-mail: csimon@temple.edu
Scholar Profiles: LinkedIn
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